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Physics motivation: sources

Berezinsky et al.:
- Ankle is feature due to 
  extragalactic proton propagation
- Injection spectrum dN/dE ~ E-2.7

Hillas:
- Ankle is transition galactic
  to extragalactic cosmic rays
- Injection spectrum dN/dE ~ E-2.3

Flux very similar, composition different

Astropart. Phys. 21 (2004)

J. Phys. G31 (2005)
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Physics motivation: composition
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Measurement of composition at low energy (ankle region)

(Allard et al., 2005; Aloisio et al. 2006)



Physics motivation: secondary particles

(Seckel & Stanev PRL 2005;  Allard et al., JACP 2006)

Pair-production modelClassic transition model

Possible to measure with 
neutrino telescopes ?



Physics motivation: propagation
533

seems to indicate the GC itself as the very source of these par-

ticles; for the first time at high energies, the distance scale to

the source would be known: 8.5 kpc. The latter is quite satis-
factory in principle, since our Galaxy is known to have a cen-

tral supermassive black hole: MBH ∼ 2.5 × 106 M!. Fur-
thermore, as demonstrated by Levinson and Boldt (2000),

the maximum energy achievable in Sgr A∗, due to the elec-
tric potential difference generated by spinning of the BH, is

of the order of 1 EeV which would naturally explain the ab-
sence of an excess of events at higher energies in AGASA

and Sydney data.

However, inconsistencies arise within this picture. First,

while AGASA does not have the GC inside its field of view,

its signature suggests the general direction the GC; Sydney,

on the other hand, had a good view of the GC, but its sig-

nature is off center by ∼ 10o, which amounts to an offset

of ∼ 1.5 kpc at a distance of 8.5 kpc. This is not a trivial
bending. Second, the nature of the images detected by both

experiments are different. AGASA’s signal is maximal for a

beam size of 20o and their published significance map shows

an extended source; but Sydney sees a point like source.

We have performed particle propagation simulations for

neutrons and their decay products (protons) inside the mag-

netic field of our galaxy (GMF). We performed a comprehen-

sive study of propagation in the vicinity of 1 EeV for axisym-
metric and bisymmetric regular GMF models with and with-

out a random component (Kolmogorov spectrum). Two dif-

ferent models were assumed for the random field: (a) one in

which the amplitudes of the regular and irregular field scale

in the same way along the Galactic plane, which gives place

to regions in which the total field goes to zero and (b) an al-

ternative model (inspired in Beck et al. (1996)) in which

the total field increases smoothly towards the inner galaxy

despite the radial oscillations of the regular component.

If neutrons are injected at the GC, our simulations show

that most neutrons fly in a straight line from source to Earth

forming a point image centered on the source coordinates.

Those neutrons that decay into protons while traveling radi-

ally outward from the galactic center, have their trajectories

scrambled by intervening magnetic fields and lose directional

information when arriving at Earth. In the absence of a ran-

dom field, the latter proton component propagates along the

spiral arms arriving at Earth from 0o < l < 180o (see Figure

1). Much the same happens if model (a) of the random field

is included, while a uniform background is formed for ran-

dom field model (b). In any case, the total signature, neutral

plus charged, is never the same as the point (Sydney) plus

extended halo (AGASA) observed by both experiments (see

figure 2). Furthermore, a point source of neutrons in the GC

would never produce a point image at ∼ 10o from its true

location.

A direct conclusion of this is that a neutron source cannot

be located in the GC and be responsible for both observa-

tions. To lose this option means to lose the distance scale to

the particle source, as now it might be located anywhere in

the Galaxy along the line of sight.

A point to note is that, if there were a GMF topology able

Fig. 1. Proton trajectories at 1 EeV in the regular (no random) GMF.
At 1 EeV particles are restricted to propagate along the spiral arms.
When the random component is included are scrambled, but still

tend to arrive at Earth from positive galactic longitudes. The latter

tendency disappears for random field model (b). The numbers in

the upper box are the ages of the protons originated at the GC at the

end of the plotted tracks. Note that these ages are much larger than

the flying time of neutrons, ∼ 2.7× 107 yr.

reconcile AGASA and Sydney results, the hypothetical GC

source should be stable for ∼ 106 yr, since protons arriv-

ing from a neutron source are much older than the neutrons,

typically several 105 yr (see figure 1).

An alternative way to produce a peaked source surrounded

by an extended halo and, therefore, to be able to combine

AGASA and Sydney results is a source accelerating protons

up to E ∼ 1018 eV roughly along the line of sight defined by

Sydney, but much nearer than the GC. In figure 3 we show

the results of several simulations of proton sources located at

distances between 1.2 and 2 kpc, inside the galactic plane,
b = 0o, and galactic longitudes l = 12, 18o. In a model

like this, the position of the source would be rather well con-

strained (d ∼ 1.6 kpc, and (l, b) ∼ (15o, 0o)) in the case that
AGASA and Sydney anisotropy observations are correct and

correspond to the same point source; which, at this stage, is

probably premature to say.

Propagation of 1018 eV proton 
in Galaxy (simulation without 
random component)

(Medina Tanco & Watson, ICRC 2001)

Anisotropies correlated
with composition?



Current surface detector threshold

Auger SD array 1500m(March 2007: ~ 1300 of 1600 SD tanks)

Simulated acceptance



AMIGA infill tanks and muon counters
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Figure 1: Our attempt to present a single view of the ‘unitary-7’, ‘750-infill’ and ‘433-

infill’ stages of the AMIGA proposal. Blue dots are exisiting SD counters, green are 

additional units for the 750-infill, red for the 433-infill.  Muon counters (boxes) are only 

shown for the unitary-7. 

 

 

 

 

 

  

 

Figure 2: Graphical representation of the schedule 

 

Existing tank array 1500m

Infill array 750m

Hexagon
(7 x 60 m2)

Area ~ 23 km2

Muon detectors: 
54 (30m2) + 7 (60m2)

Cherenkov tanks: 61

~2.5m

Detector pairs

em. + μ 

μ 
Infill array 433m

Area ~ 5.9 km2



AMIGA energy threshold
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Acceptance for infill Cherenkov tank array

(Medina et al., astro-ph/0607115)
N(E > E0) = 530

(
A

20km2

)(
1018 eV

E0

)
yr−1

Event rate:

750m infill

433m infill



AMIGA scintillator design (i)

MINOS-type scintillators

Extruded polystyrene doped with fluors,
14 pe per passing muon56 Muon Counter Hardware

Figure 5.1: Scintillators strips: left : general mounting in the PVC housing, right :
detail of the 64 pixels optical connectors.

area. The fibers are carefully bent towards a 64 pixel machined PVC custom optical
connector to which the PMT will be assembled. Scintillator ends were painted with
Bicron paint, then glued to bottom case. The fibers were glued inside the grooves
with Bicron 600 optical glue. Reflective Mylar tape covers the fibers. The fibers at
the optical connector are polished with a diamond-bit flycutter and at the opposite
end they are blackened to prevent bouncing back of light which might bring about
double counting. The module is finally placed under 0.5 atm vacuum after top case
is glued to scintillator to form a robust unit.

The counter case is manufactured from 1.6 mm thick PVC1, the rectangular
sides are shaped on a 3 m press and the bottom and top cases are bonded chemically
together by using IPS corporation weld-on 4007. Stress tests were performed up to
500 g/cm2 (7 psi) on instrumented and non-instrumented prototypes, some for as
long as a month with successful results. Stress plus water-tight tests were carried
out on mechanical prototypes, after which the covers were cut off and the inside was
dry. As a conclusion, it is a generally successful case design but it has to be handled
with care under Malargüe summertime conditions due to case softening.

Modules are then tested with a 2D cesium source scanner with integrated DAQ,
the PMT current is measured with a known PMT single particle spectrum and thus
the number of photoelectrons (pe) determined Fig.5.2.

The left panel shows the measured current in arbitrary units for a 16 strip mod-
ule, measured at 80 cm from the PMT. The horizontal black line is taken as the
average current value and it corresponds to 12 pe. On the right we see the histogram
of the number of pixels that register a given number of pe.

The light output is clearly fundamental and to a certain extent drives the counter
design. In Fig. 5.3 the collected light attenuation versus the strip length, for an
AMIGA and a MINOS setup is shown. AMIGA has the PMT directly connected to
the module whereas MINOS has a clean fiber cable (and therefore an extra optical
connector) from the WLS fiber to the PMT. It is seen that the WLS fiber has an
excellent attenuation length which was measured by MINOS to be (∼ 6 m).

Now it is possible to give some details about the dimension of each module and

4.1cm

1cm



AMIGA scintillator design (ii)
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Multi-anode PMT: 
64 pixels (2 x 2 mm2)
gain 106

QE 13.5% at 520 nm

Detector station:

3 multi-anode PMTs 
4m long strips
PVC housing
25 ns, 7 bit electronics 
area ~ 31.5m2

66 Muon Counter Hardware
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Energy densities @ 200m from core, 1EeV  30deg

Figure 5.14: γ (green), e±(blue) and µ±(red) energy density distributions at 200m
from the shower core. Fifty proton induced showers with zenith angle 30◦ are su-
perimposed.

Figure 5.15: Bored well at Mr. Araya’s land (see Fig. 6.2): (left) start of well
boring, (right) three meter deep well.

([C6H5CHCH2]n) covering an area of 30m2 and density of 1.060g/cm3 [88].
Fig. 5.16 shows the MC propagation of a 5 GeV γ and µ+ through 1.5 m of

soil. The gamma is quickly converted to an electron-positron pair which, in turns,
produces new gammas by bremsstrahlung and starts an electromagnetic shower. As
can be seen, secondary charged particles still reach the detector even at 1.5 m of
depth. Muons, on the other hand, propagate almost in a straight line finally reaching
the scintillator. When a charged particle enters the scintillator, it leaves a wake of
excited molecules. The light yield inside a scintillator is proportional to the energy
deposited by the particle. Typical values for a standard plastic scintillator are 8-10
photons per deposited keV [89]. We experimentally estimated that for the AMIGA
scintillators, an energy deposition of at least ∼ 100 keV is approximately required

3 m deep hole: no water



Expected performance of muon detectors

4.3 Fluctuations and Counter Area 39

4.3 Fluctuations and Counter Area

In order to assess the performance of a muon counter array composed of either 30 or
60m2 detectors, we simulated detector responses from 50 simulated showers initiated
by either proton or iron of 1.0EeV and 45◦ of incidence angle. Each shower was
used in turn to generate 20 events by randomly changing its core position within
the array. We obtain the number of muons at 600m from the core from the fitted
muon LDF.

The reconstructed muon events resolution encompass: tank reconstruction un-
certainties, muon poisson fluctuation per counter, and LDF systematics plus fit
uncertainty. An example of reconstructed muon LDF is shown in Fig. 4.4 for a
1EeV proton shower at θ = 30◦ of angle of incidence generated with QGSJET-II as
the high energy hadronic interaction model.
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Figure 4.4: Reconstructed muon LDF corresponding to a simulated event originated
by a proton of 1EeV and zenith angle of 30◦. The high energy interaction model
used was QGSJET-II.

Fluctuations in the determination of the number of muons at 600 m from the
shower core are shown in Fig. 4.5. We define,

εµ = ε(Nµ(600)) = 1−NRec
µ (600)/NReal

µ (600), (4.3)

where NRec
µ (600) is the reconstructed number of muons and NReal

µ (600) is the value
calculated by sampling Aires muons in a 20m wide ring at 600 m, i.e. the fluctua-
tions are relative to a shower simulation with the number of muons average from a
sufficiently large ring to prevent poisson fluctuations.

The resolutions for a 30m2 detector were 13% and 17% for iron and proton
primaries respectively, while for a 60m2 counter, 10% and 11%. These results suggest
that the smaller detector is a good cost-performance compromise and to evaluate
this further an abundance determination was performed.

4.4 Primary Abundance Determination 41

where h is the gaussian bandwidth.
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Figure 4.6: Distributions of the reconstructed number of muons at 600m from the
core for proton and iron primaries for a 30m2 muon counter. Also shown are the
smoothed distributions used in the abundance calculation.

By using these estimated distributions we generated independent samples of 1000
events each with compositions ranging from 0 to 100%. We calculated the proton
abundance from:

ξµ =
1
N

N∑

i=1

P (Nµ(600)i) (4.7)

where N is the total number of events (1000) and P (x) = f̂p(x)/(f̂p(x) + f̂Fe(x)),
with Nµ(600) as defined in Eq. 4.2.

Fig. 4.7 shows the obtained abundance for both 30 and 60m2 detectors as a
function of the real abundance. Note that if the muon distributions for Fe an p did
not overlap, the inferred abundances should be exactly the real ones, which would be
the case depicted as the shown straight line with unitary slope: a measured Nµ(600)
would suffice to identify a proton from an iron primary. On the opposite case, if the
p and Fe distributions fully overlap, the inferred abundances would always be 0.5,
i.e. a horizontal line irrespective of the admixture. A partial overlap, as shown in
Fig. 4.6, yields an intermediate behavior between these extreme cases.

Fig. 4.7 shows that the obtained abundances have a very narrow confidence level
arising from the statistical uncertainties from the considered 10000 samples of 1000
events each (see Section 4.5 for more details) . Note that increasing the detector
area will diminish the overlap area of the Nµ(600) p-Fe distributions due to different
mean values and statistical fluctuations. This is not reflected in the band widths
but rather in the line slopes, as shown in Fig. 4, which determine the size of the
uncertainty when trying to infer real abundances from the observed ones. As such,
a good determination of the real abundance could still be done provided a larger
number of events is collected. More and more events will be needed as the overlap

Reconstructed muon count rates 
for 1018 eV showers at 30°

Example: 
reconstructed muon lateral 
distribution (p, 1018 eV, 30°)

5000 events / year with E > 1017.5 eV 



Improved shower reconstruction

28 Capabilities of an Infill Array
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Figure 3.6: Resolution on core position as a function of detector spacing for both
primaries: iron (left) and proton (right).
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Figure 3.7: Core position resolution as a function of the number of triggered stations
for both primaries: proton(circles) and iron (triangles). θ = 30◦.

depicted in Fig. 3.6 is observed for vertical and more inclined (45◦) showers.

At 433 m spacing, the number of triggered detectors is large enough (∼ 20, see
Fig. 3.2) to have a core resolution of ∼ 15 m irrespective of the considered energy
and primary type. Regarding the 750 m (433 m) infill, it is seen that the core
position resolution improves by a factor of ∼ 4(10) with respect to Auger. This
has an important impact on the reconstruction, giving a better angular and energy
resolution, as the LDF fitting is also more accurate.

Fig. 3.7 shows the core position resolution as function of the average number of
triggered detectors, for both primary types, and all considered energies and spacings,
at θ = 30◦. The line represents the best fit to the points given by ∆Core =
506m× (1/Ndet).

Core position reconstruction

1018 eV1017.5 eV

26 Capabilities of an Infill Array
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Figure 3.4: 3D angle uncertainty as a function of detector spacing for iron (left) and
proton (right).

As already mentioned, to detect showers with full efficiency at energies as low as
1017 eV, a denser infill, with a detector spacing of 433 m, is required. A statistically
significant number of events (10000 events/year) can be recorded with the addition
of only 24 detectors with such a spacing, covering an effective area of 5.9 km2.

3.4 Angular Resolution

The accuracy in the determination of the arrival directions of cosmic rays is funda-
mental in the search for their origin and in the study of anisotropies, although it is
noted that only neutral particles are not deflected during their propagation through
cosmic magnetic fields. We define the angular reconstruction uncertainty as the
space angle Θ subtended by the real (R̂real) and reconstructed (R̂rec) directions,
given by cos(Θ) = R̂real.R̂rec.

In Fig. 3.4 we present the 68% confidence level for the arrival direction re-
construction uncertainty ∆Θ, as a function of detector spacing for given energies.
Results are presented for iron (left) and proton (right) at different injected energies.
It can be seen that the angular resolution for events detected by a 750 m (433 m)
infill array will be 2(3) times better, giving values close to 1◦(0.5◦) for proton and
iron at 1018 eV.

It is worth analyzing the dependence of ∆Θ on the number of triggered detectors
Ndet, as shown in Fig. 3.5 for proton and iron primaries and for all considered
values of primary energy and detector spacing. As expected, as the average number
of triggered stations participating in the reconstruction increases, the resolution on
the arrival direction improves. The full line represents the best fit to the points
given by ∆Θ = 4.5◦ × (1/Ndet).

As the trigger conditions used in our simulations are the same as for the Auger
surface detector [58], the dependence of the angular resolution on the number of
triggered stations for the 1500m spacing may be compared to that obtained by the
Auger SD [68]: the values of ∆Θ corresponding to 3, 4 and 5 stations (2◦, 1.6◦ and
1.2◦, respectively) are in good agreement with the results presented in [68], where
it is found that for the 3-fold events, Auger has an angular resolution of about 2◦,

Arrival direction reconstruction

Examples: simulations for proton and iron showers at 30°

iron proton

(Medina et al., astro-ph/0607115)



Layout of AMIGA subarray detectors
priorizing the upper eye, iv) with a single landowner. With this constraints in mind two
possible hexagons were suggested (H. Klages, personal communication) and the adopted
solution is shown in Fig.1, for which five extra tanks need to be added.

Figure 1. Unitary cell location. (lhs) the blue and red points are Auger tanks at 1.500 m spacing
and the five extra tanks to be installed, respectively (rhs) exact location for the unitary cell, 433
m and 750 m infills displayed on a satellite map. The fluorescence telescope building at Coihueco
and relevant already-deployed-tank names are shown. Blue, green, and red tanks are current Auger
baseline tanks, extra 750 m, and 433 m infill tanks, respectively. Yellow and red lines encompass
the Auger baseline and upper telescopes FOV’s, respectively. Small green dots represent the power
line.

Fig. 1 shows that item i) is fulfilled. Extensive simulations were performed with both upper
and lower FD’s and they showed that the chosen configuration, with its barycenter at 4.95
km from Coihueco, is optimized in efficiency for log(E) = 17.5, which is convenient since a
750 m infill has unitary trigger efficiency from 1017.5 eV onwards. A second hexagon with
MELA as a north-west corner tank was also considered (i.e. shifted 750 m to the west)
with its barycenter at 4.17 km which is a bit too close for the above mentioned energy (i.e.
relation between number of photons and transit time in front of PMTs, Cherenkov light,
shower width, ...).

In regards to the telescopes FOV’s, it is seen in Fig.1.lhs that the unitary cell is entirely
within the FOV of the center HEAT eye and fairly within the FOV of the lower 5th Coihueco
bay. There is only one landowner involved for this unitary cell layout (see Fig.6.2.rhs).

5 Trigger and Communications Systems

“The operation of the trigger and communications systems be tested and checked carefully
with the CDAS, SDE, and the Comms experts”

Here are the changes in the Design Report (X. Bertou, personal communication):
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HEAT (High Elevation Auger Telescopes)
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HEAT telescope design
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Calibration & maintenance position Data taking position

• 3 ``standard´´ Auger telescopes tilted to cover 30 - 60° elevation

• Custom-made metal enclosures

• Prototype studies for northern Auger Observatory





Combined field of view
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Example: simulated nearby event
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Expected acceptance

Acceptance strongly selection cut dependent, 
here shown for high quality cuts (mean Xmax)

Threshold lowered 
to ~1017 eV
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Conclusions and outlook

Auger enhancement detectors

• lower detection thresholds to few times 1017 eV

• add muon information

• improve reconstruction quality

• AMGIA: tanks and muon scintillators        (details: A. Etchegoyen)

• HEAT: high elevation telescopes               (details: H. Klages)

Construction has begun

• HEAT operational in 2008

• AMIGA prototype cluster 2007/2008

• AMIGA 750m array (23 km2) in 2009

• AMIGA 433m array (5.9 km2) under discussion (2009?)



Energy      (eV/particle)
1310 1410 1510 1610 1710 1810 1910 2010

)
1.

5
 e

V
-1

 s
r

-1
 s

ec
-2

 J
(E

)  
 (m

2.
5

Sc
al

ed
 fl

ux
   

E

1310

1410

1510

1610

1710

1810

1910

    (GeV)ppsEquivalent c.m. energy 
210 310 410 510 610

ATIC
PROTON
RUNJOB

KASCADE (QGSJET 01)
KASCADE (SIBYLL 2.1)
KASCADE-Grande (prel.)
Akeno

HiRes-MIA
HiRes I
HiRes II
AGASA
Auger 2005

KASCADE
-Grande

AMIGA/HEAT
Auger

IceTop/IceCube

TA
StereoTower


